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Abstract

Numerous social-cognitive models posit that social behavior largely is driven by links between constructs in long-term

memory that automatically become activated when relevant stimuli are encountered. Various response biases have been

understood in terms of the influence of such ‘‘implicit’’ processes on behavior. This article reviews event-related potential

(ERP) studies investigating the role played by cognitive control and conflict resolution processes in social-cognitive

phenomena typically deemed automatic. Neurocognitive responses associated with response activation and conflict often

are sensitive to the same stimulus manipulations that produce differential behavioral responses on social-cognitive tasks

and that often are attributed to the role of automatic associations. Findings are discussed in the context of an overarching

social cognitive neuroscience model in which physiological data are used to constrain social-cognitive theories.
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Scientists who study interpersonal perception and social behavior

have long been interested in the role played by covert, rapidly

occurring cognitive and affective processes (e.g., Fiske & Taylor,

1991;Markus&Zajonc, 1985). Borrowing largely fromparadigms

in cognitive psychology, social psychologists have developed clever

experimental designs, many involving reaction time (RT) or mem-

orymeasures, aimed at providing evidence for the influence of these

processes on overt responses (e.g., see Fazio, 2001; Macrae,

Bodenhausen, Schloersheidt, & Milne, 1999). Such paradigms

have been important for establishing both the effects of environ-

mental manipulations on social information processing and the

limits of the social-cognitive system. However, use of measures

such as RTand recall places frustrating limits on the inferences that

can be drawn about social cognition. For example, the time it takes

for a research participant to respond behaviorally following the

onset of a target stimulus reflects a complex combination of per-

ceptual, cognitive, and motor operations (e.g., Coles, Smid,

Scheffers, & Otten, 1995), only some of which may be represented

in a given theoretical model of social behavior. Put more simply,

behavioral measures represent the outcome of a set of cognitive

(and other) processes performed on stimuli of interest, but are not,

themselves, direct measures of those processes.

Fortunately, psychophysiologists have long known of meth-

ods, such as the event-related brain potential (ERP), which can

more directly measure neural and other physiological responses

that reflect cognitive and affective processes of interest to social

cognition.1 Recent years have witnessed a resurgence of interest

in using psychophysiological measures in social psychological

research (for recent reviews, see Decety & Cacioppo, 2010;
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prehensive assessment of relevant processes, which can provide a means
to more directly test theoretical models of social behavior.
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Harmon-Jones & Beer, 2009; Harmon-Jones & Winkielman,

2007). Using physiological measures to understand social psy-

chological phenomena is not a new idea, dating back at least to

Rankin and Campbell’s (1955) measurement of electrodermal

responses in White students interacting with Black (vs. White)

experimenters as a way to understand covert racial attitudes (see

also Porier & Lott, 1967). However, systematic integration at the

social, cognitive, and neural levels of analysis is a relatively new

development in the field (see Cacioppo, Berntson, Sheridan, &

McClintock, 2000; Ochsner & Lieberman, 2001). It is within this

tradition that the work reviewed here is situated. In reviewing

ERP studies of selective attention, Mangun and Hillyard (1995)

explained how physiological information can be used to con-

strain theories about cognition. This idea is at the core of the

research discussed here, in which my colleagues and I have used

ERPs to investigate the role of conflict and control in social-

cognitive processes.

Mechanisms of Social Cognition

A fundamental principle of social cognition is that the beliefs,

concepts, and expectancies constituting an individual’s knowl-

edge about the social world are represented in an associative

memory network (Carlston & Smith, 1996). This principle has

led to the development of theoretical models positing that expo-

sure to a stimulus representing a social category (e.g., a person

representing a racial group) spontaneously and effortlessly trig-

gers evaluative and semantic constructs linked to that category

(see Macrae & Bodenhausen, 2000; Wheeler & Petty, 2001),

leading to facilitated responses (i.e., faster RT) to category-con-

sistent information. Thus, findings in social cognition experi-

ments relying on RTmeasures often are interpreted in terms of

spreading activation (e.g., Collins & Loftus, 1975; Neely, 1977),

the idea that cognitive constructs are linked together in memory

such that activation of one construct (i.e., via perception of a

relevant stimulus) quickly and automatically increases the acti-

vation level of other, semantically or affectively related con-

structs. This basic idea has been used to explain participants’

responses in a large array of so-called priming tasks, including

those designed to understand the automatic activation of atti-

tudes (e.g., Fazio, Sanbonmatsu, Powell, & Kardes, 1986) and

activation of stereotypical thoughts and prejudiced feelings

about members of racial groups (e.g., Devine, 1989; Dovidio,

Evans, & Tyler, 1986; Lepore & Brown, 1997; Fiske & Neuberg,

1990). In such studies, participants’ responses to relevant target

stimuli (e.g., attitude words or traits associated with stereotypes)

tend to be faster and more accurate when those targets are pre-

ceded or accompanied by other stimuli (i.e., primes) that repre-

sent a related category (i.e., congruent trials) compared to when

primes represent an opposing or unrelated category (i.e., incon-

gruent trials). Such congruency effects generally are attributed to

the prime activating a semantic category and, through spreading

of activation, constructs related to that category, making them

relatively more accessible in memory than less well-related con-

structs (see Higgins, 1996). Within this framework, priming

effects are thought to reflect differences in the strength of auto-

matic associations in long-termmemory (e.g., Fazio et al., 1986).

Recently, however, a number of models have been proposed

that posit a prominent role for cognitive control in regulating

behavioral responses in social cognition (see Conrey, Sherman,

Gawronski, Hugenberg, & Groom, 2005; Payne, 2005;

Sherman, 2009; Sherman et al., 2008). In general, such models

assume that automatic associations are only part of what drives

responses to social targets and that the extent to which biases

arising from automatically activated associations are expressed

behaviorally is determined by the application of controlled, self-

regulatory processes. For example, Sherman and colleagues

(e.g., Conrey et al., 2005; Sherman et al., 2008) recently have

outlined a quadruple-process model (i.e., Quad model) that per-

mits estimation of four distinct processes involved in the regu-

lation of well-learned, prepotent responses in a number of

domains: activation, the likelihood that an association is acti-

vated when a relevant stimulus is encountered; detection, the

likelihood that an accurate or appropriate response to a target

can be determined; overcoming bias, the likelihood that an

activated association or response tendency can be overcome and

replaced with a contextually appropriate one; and guessing,

which occurs when no association is activated and a correct

response cannot be determined. Applied to the domain of racial

stereotyping, the Quad model can be used to understand

whether, for example, variability in stereotype-based, biased

responses in a given task results from differences in the activation

of automatic associations (e.g., Fazio, Jackson, Dunton, &

Williams, 1995) versus differences in the ability to overcome

prepotent response tendencies based on those associations (see

Gonsalkorale, Sherman, & Klauer, 2009).

A core idea underlying effects attributed to overcoming bias is

that stereotype-incongruent stimulus situations elicit response con-

flict, similar to that induced by incongruent trials in the Stroop

color-naming task (e.g., MacLeod, 1991). For example, in the

Weapons Identification Task (WIT) often used to assess race bias

(see Payne, 2001), participants must attempt to quickly categorize

(via button press) target objects, presented following White or

Black men’s faces, as either handguns or hand tools. Research

consistently shows that responses to guns are faster and more ac-

curate following Black compared to White face primes (e.g., Am-

odio et al., 2004, Amodio, Devine, &Harmon-Jones, 2008; Payne,

2001, 2005; Payne, Shimizu, & Jacoby, 2005). This pattern is

thought to occur because exposure to a Black man’s face is asso-

ciated with a biased tendency to activate the ‘‘gun’’ response, sim-

ply on the basis of long-held, stereotypic associations between

Black men and violence (e.g., Correll, Park, Judd, & Wittenbrink,

2002; Devine & Elliot, 1995; Sagar & Schofield, 1980). On trials in

which the target is actually a tool, this prepotent tendency to re-

spond ‘‘gun’’ conflicts with the correct, goal-driven ‘‘tool’’ response

(see also Correll et al., 2002). Thus, although constructs associated

with the Black stereotype are thought to become automatically

activated upon exposure to a Black face (e.g., Dovidio et al., 1986),

overcoming the prepotent tendency to respond in a biased, stereo-

type-consistent manner requires control (Conrey et al., 2005; Pay-

ne, 2005; Sherman et al., 2008). Thus, it could be that expression

of bias depends at least as much on whether or not control can be

exerted (e.g., Amodio et al., 2004; Devine, 1989; Radvansky,

Lynchard, & von Hippel, 2008; von Hippel, 2007) as on the

strength of automatic evaluations or stereotypical associations (cf.

Fazio et al., 1995; Greenwald, McGhee, & Schwartz, 1998).

ERP Measures of Conflict and Control

A number of ERP components are believed to reflect neural

processes of interest for determining the mechanisms that drive

social behavior. In particular, two components of the stimulus-

202 B.D. Bartholow



locked ERP have proven useful in our research for investigating

the possibility that response conflict occurs in social-cognitive

tasks.2 As described eloquently by Coles (1989; see also De Jong,

Wierda, Mulder, & Mulder, 1988; Gratton, Coles, Sirevaag,

Eriksen, & Donchin, 1988), the lateralized readiness potential

(LRP) indexes neural activity in premotor and motor areas of

cortex (see Brunia, 1988; Requin, 1985) associated with prepar-

ing and generating behavioral responses. For example, as a par-

ticipant prepares to make a left-hand response, the ‘‘readiness

potential’’ (see Kornhuber & Deecke, 1965) will be largest over

the right side of the scalp, its amplitude directly reflecting the

magnitude of the activated response (see Coles, 1989). The LRP

is particularly useful in sequential priming tasks for determining

whether and to what extent a response is activated by the prime

prior to the onset of the target (see Gratton et al., 1990). More-

over, in tasks involving two response optionsmapped to opposite

hands, the polarity of the LRP reveals which response (e.g., cor-

rect or incorrect) is activated by the warning or prime stimulus.

An additional component, the N2 (or N200), consistently has

been linked to the hypothesized conflict-monitoring function of the

anterior cingulate cortex (see Botvinick, Braver, Barch, Carter, &

Cohen, 2001; van Veen & Carter, 2002). The N2 generally has a

frontal or fronto-central scalp distribution and is believed to reflect

activity in medial-frontal cortical areas (Botvinick et al., 2001; van

Veen &Carter, 2002). The N2 tends to be larger on trials involving

conflict between competing response representations, such as in-

congruent Stroop trials (e.g., Liotti, Woldorff, Perez, & Mayberg,

2000) and incompatible flanker trials (e.g., Kopp, Rist, &Mattler,

1996). Moreover, N2 amplitude covaries with the degree of incor-

rect response activation measured via muscle movement (Kopp

et al., 1996). The N2 also often is larger on trials requiring a low-

frequency response (e.g., Nieuwenhuis, Yeung, van den Wilden-

berg, & Ridderinkhof, 2003), presumably because activating

the correct response on such trials conflicts with the (prepotent)

response activated by more frequently occurring trials (see Jones,

Cho, Nystrom, Cohen, & Braver, 2002).

Although not ameasure of response activation or conflict, the

parietal P3 (or P300) also can be useful when researchers inves-

tigate whether various manipulations that affect response output

have effects on stimulus evaluation in addition to or instead of

response generation. When elicited by stimuli with evaluative

connotations (e.g., positive and negative pictures; see Ito, Lar-

sen, Smith, & Cacioppo, 1998), the P3 is known to be sensitive to

the easewithwhich stimuli can be evaluatively categorized: larger

P3 amplitude is associated with a greater change in evaluative

categorization (see Cacioppo, Crites, Berntson, & Coles, 1993;

Ito et al., 1998) and longer P3 latency reflects more effortful

evaluation (see Kutas, McCarthy, & Donchin, 1977; McCarthy

& Donchin, 1981).3 Moreover, the fact that P3 appears to be

largely insensitive to response-related processes (see Crites, Ca-

cioppo, Gardner, & Berntson, 1995; Magliero, Bashore, Coles,

& Donchin, 1984) means that measuring the P3 in conjunction

with components related to response generation (e.g., LRP and

N2) provides a way to test the extent to which observed behav-

ioral effects arise from evaluative categorization, response gen-

eration, or both (see Gratton, Coles, & Donchin, 1992; Smid,

Lamain, Hogeboom, Mulder, & Mulder, 1991; Smulders, Kok,

Kenemans, & Bashore, 1995). This issue can be particularly rel-

evant when considering theoretical mechanisms of social behav-

ior tested with reaction-time tasks, such as whether facilitated

responses on congruent trials in stereotype-priming tasks reflect

more rapid categorization of stereotype-congruent targets, less

conflicted response activation, or some combination (see Bartho-

low&Dickter, 2008; Bartholow, Riordan, Saults, & Lust, 2009).

Finally, an additional stimulus-locked component, the negative

slow wave (NSW), also known as the frontal slow wave because of

its typical prominence at frontal and fronto-central scalp locations,

can be useful for investigating the extent to which cognitive control

processes are brought to bear during social-cognitive tasks. The

NSW has been linked to implementation of cognitive control in

that it generally is larger on trials in which conflict is successfully

resolved, such as incongruent Stroop trials (e.g., West & Alain,

1999; see also Curtin & Fairchild, 2003). In addition, alcohol con-

sumption reduces NSW amplitude (e.g., Bartholow, Dickter, &

Sestir, 2006; Curtin & Fairchild, 2003), further implicating this

component in cognitive control processes. When used in combi-

nation with one another and with behavioral measures and/or in

combination with response-locked components such as the error-

related negativity (ERN; see Amodio et al., 2004), these compo-

nents (LRP,N2, P3, andNSW) can shed a great deal of light on the

neural mechanisms underlying observed behavioral responses on

social-cognitive tasks.Moreover, as the specifics of relevantmodels

are elaborated, additional components might be of use for testing

aspects of those models.

Models of Cognitive Control and Behavioral Regulation

Recent years have witnessed a surge of interest in neurocognitive

models of behavioral regulation and their application to social be-

havior. The dual-process model of cognitive control proposed by

Botvinick et al. (2001) has been particularly influential. According

to this model, an evaluative conflict-monitoring system, subserved

by the anterior cingulate cortex (ACC) and nearby medial-frontal

regions (see Botvinick et al., 2001; Taylor, Stern, &Gehring, 2007),

monitors ongoing behaviors and identifies instances of response

conflict or potential conflict (see Carter et al., 1998; Gehring &

Fencsik, 2001; van Veen & Carter, 2002). Activity of the conflict

monitoring system is thought tomanifest at the scalp in theN2 and

ERN components of the ERP (see Yeung, Botvinick, & Cohen,

2004). This activity alerts a second, regulatory system, relying on

more anterior structures such as dorsolateral prefrontal cortex

(dlPFC), which implements top-down control in service of acti-

vating an intended response and inhibiting unintended responses

(e.g., Botvinick et al., 2001; Carter et al., 2000; Kerns et al., 2004).

Implementation of regulatory control is believed to be reflected in

the amplitude of the NSWcomponent of the ERP (see Curtin &

Fairchild, 2003; West & Alain, 1999, 2000).

A related model, proposed by Holroyd, Coles, and their col-

leagues (see Holroyd & Coles, 2002), also holds that the ACC is

the neural source of the ERN, but ascribes a rather different role
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cognition, especially the response-locked error-related negativity (ERN).
However, the work reviewed here did not involve measurement of re-
sponse-locked components (but see Bartholow et al., 2005; Bartholow,
Henry, Lust, & Saults, 2009). For excellent examples of the use of the
ERN as a measure of social-cognitive conflict, see work by Amodio and
colleagues (e.g., Amodio et al., 2004, 2008; Amodio, Kubota, Harmon-
Jones, & Devine, 2006).

3It also is important to note that the P3 often is observed in tasks that
seem unrelated to evaluation, particularly those in which task-relevant
stimuli vary in subjective probability (see Bartholow, Fabiani, Gratton,
& Bettencourt, 2001; Fabiani, Gratton, & Federmeier, 2007; Nieuwen-
huis, Aston-Jones, & Cohen, 2005).



to the ACC in regulating behavior. Unlike the conflict monitor-

ing function proposed by Botvinick et al. (2001; see also Yeung et

al., 2004), Holroyd and Coles posit that the ACC serves as a

control filter directly involved in response selection (see also All-

port, 1987; Paus, Petrides, Evans, & Meyer, 1993) by learning

which of a number of motor controllers is most appropriate for

controlling motor output in a given situation. According to their

model, the ERN reflects the arrival at the ACC of a signal gen-

erated by the mesencephalic dopamine system indicating that

action outcomes are worse than anticipated. Thus, whereas the

conflict model of Botvinick and colleagues posits that the ERN

reflects ACC activation resulting from competing motor

responses, the model proposed by Holroyd and Coles explicitly

ties the ERN to errors, which serve to tune the learning of

appropriate motor control in the ACC.

Numerous theoretical and empirical articles published in the

last decade have aimed to support one or the other of these

models (e.g., Danielmeier, Wessel, Steinhauser, & Ullsperger,

2009; Scheffers & Coles, 2000; van Veen & Carter, 2002;

Ullsperger & von Cramen, 2006) or to challenge them (see

Bartholow et al., 2005; Carbonnell & Falkenstein, 2006; Masaki

& Segalowitz, 2004), and those will not be reviewed here. For

purposes of the current review, it is useful to briefly consider the

implications of these models for regulation of social behavior.

Perhaps the single most important consideration when applying

these or related models to understanding social behavior is the

role played by motivational factors. That is, unlike most tasks in

which the ERN is elicited and that are used to test theories about

its function (e.g., flanker tasks involving letter or arrowhead ar-

rays), social-cognitive tasks typically involve stimuli with inher-

ent motivational significance for participants, such as cues

designating social ingroup and outgroup membership or atti-

tude-related words or images. This difference is important given

the considerable evidence that the ERN is sensitive to motiva-

tional factorsFthat responses with more ‘‘meaning’’ to partic-

ipants are associatedwith larger ERNs (e.g., Amodio et al., 2008;

Gehring, Goss, Coles, Meyer, & Donchin, 1993; Gehring &

Taylor, 2004; Hajcak, Moser, Yeung, & Simons, 2005).

Although neither model adequately accounts for the role of

motivational factors in determining ERN amplitude, predictions

concerning motivational significance can be derived from both

models. From the perspective of reinforcement learning theory

(Holroyd & Coles, 2002), the ERN reflects the ACC learning to

map stimuli to appropriate motor controllers. In theory, this pro-

cess should be modulated by motivational significance (i.e., more

meaningful errors should enhance ACC learning). Recent work by

Amodio and his colleagues (2004, 2008) largely supports this no-

tion by showing that errors indicating the expression of race bias

produce larger ERNs than other errors and that the amplitude of

this ‘‘race bias’’ ERN predicts better response control in the task.

Moreover, this effect is most pronounced among participants who

are internally motivated to avoid expression of race bias (Amodio

et al., 2008). The conflict-monitoring theory (Botvinick et al.,

2001; Yeung et al., 2004) does not require the assumption that the

ERN is modulated by the salience of errors. However, the model

does assume that larger ERNswill lead to increased involvement of

the dlPFConpost-error (or postconflict) trials, indicating attempts

to increase response control, a prediction that has been confirmed

in at least some studies (see Kerns et al., 2004). If it can be assumed

that the size of the ERN reflects (at least in part) the motivational

significance of an error, then it follows that greater post-error ad-

justment should be expected following more meaningful (com-

pared to less meaningful) failures to regulate social responses.

Recent work from our laboratory (Bartholow, Henry, Lust, &

Saults, 2009) supports this perspective. However, more work is

needed to better understand the implications of motivational fac-

tors for both of these models and whether one or the other is more

useful for understanding regulation of social behavior.

Racial Categorization, Stereotypes, and Conflict

As reviewed previously, a number of recent studies have con-

ceptualized responses on racial stereotyping tasks as derived

from conflict and control processes (e.g., Amodio et al., 2004,

2008; Conrey et al., 2005; Correll et al., 2002; Payne, 2001, 2005;

Payne et al., 2005). Evidence supporting this idea has come from

studies showing, for example, that the ability to quickly associate

Black faces and positive words (as opposed to negative words)

relies on overcoming the biased tendency to associate black with

negative (Conrey et al., 2005). Similarly, the ability to correctly

identify tools following Black face primes in theWIT is positively

associated with individual differences in aspects of executive

control (Payne, 2005). Also, Klauer and colleagues (e.g., Klauer

& Mierke, 2005; Klauer, Schmitz, Teige-Mocigemba, & Voss,

2010) have shown that scores on the Implicit Association Test

(IAT; Greenwald et al., 1998) are associated with measures of

task-switching, a component of executive control (see Miyake

et al., 2000). However, extant studies have not addressed a number

of questions about the mechanisms and neural bases of conflict in

such tasks, including the stages of processing at which conflict and/

or other operations might occur to influence behavior.

Previous work (see Livingston & Brewer, 2002; Richeson &

Trawalter, 2005) has shown that racial categorization is slowed

by the presence of context information that is inconsistent with

racial stereotypes. Based mainly on principles of spreading

activation, this finding has been understood in terms of category

membership being more difficult to evaluate when targets are

presented in the context of category-inconsistent information

(i.e., because activation between race categories and inconsistent

concepts takes longer to spread). However, it could be that

category-inconsistent information activates response channels

opposing those needed to correctly categorize a target individual

(i.e., produces response conflict), which also would slow execu-

tion of the correct categorization response.

This possibility was investigated in two recent experiments by

Bartholow and Dickter (2008). Participants completed a mod-

ified Eriksen flanker task (see Eriksen & Eriksen, 1974) in which

the target stimuli were men’s faces varying by race (White and

Black) and the peripheral flanker stimuli were words associated

with stereotypes of Whites and Blacks (see Lepore & Brown,

1997; Wittenbrink, Judd, & Park, 1997). Compatible trials were

defined as those in which the race of the target and the flanker

words were stereotypically congruent (e.g., Black with ‘‘violent’’);

incompatible trials were those in which target race and flanker

words were stereotypically incongruent (e.g., Black with ‘‘smart’’).

Participants were instructed to categorize the target as eitherWhite

or Black as quickly as possible by pressing one of two buttons and

to simply ignore the flanker words (described as distracters). Thus,

unlike most traditional flanker tasks in which the flankers them-

selves are directly linked to a valid response, in this case the flankers

were not mapped directly to any response and were only indirectly

diagnostic of target categories. We also were interested in whether

the relative probability of stereotype-congruent and –incongruent
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trials would lead to adjustments in processing strategy similar to

that seen in studies using traditional flanker tasks (e.g., Bartholow

et al., 2005; Gratton et al., 1992). This was achieved by creating

blocks of ‘‘expect-compatible’’ trials (i.e., 80% compatible) and

‘‘expect-incompatible’’ trials (i.e., 20% compatible).

Behavioral data fromboth experimentswere consistentwith the

notion that stereotype-incongruent flanker words interfered with

target categorization, producing a ‘‘compatibility effect’’ (i.e.,

faster responses on compatible than incompatible trials) similar to

that often seen in more traditional flanker tasks (e.g., Coles,

Gratton, Bashore, Eriksen, & Donchin, 1985; Eriksen & Schultz,

1979; Gratton et al., 1988). Moreover, the compatibility effect was

significantly larger in the 80% compatible blocks (Ms5 13ms and

12 ms in Experiments 1 and 2, respectively) than in the 20% com-

patible blocks (Ms5 3 ms and 2 ms, respectively), suggesting that

participants strategically controlled their attention to the flankers

(cf. Gratton et al., 1992). Specifically, when flanker words were

likely to be predictive of target race (based on stereotypic associ-

ations), participants appeared to attend to and extract information

from the entire stimulus array. This was less likely to occur in the

20%compatible condition, inwhich flankerwordswere unlikely to

provide valid information concerning target race.

The ERP data (Experiment 2) further supported the hypothesis

that stereotype-incongruent flankers elicited response conflict.

Figure 1 (top panel) shows the LRP (i.e., response activation)

elicited by compatible and incompatible trials as a functionof block

type. In blocks in which compatible trials were more probable,

incompatible trials produced a positive deflection in the LRP

around 50 ms poststimulus, indicative of a tendency to initially

activate the incorrect categorization response, prior to activation

and execution of the correct response. The presence of this ‘‘error

dip’’ on high-conflict trials has been described as evidence of con-

secutive activation of opposing response tendencies within individ-

ual trials (see Gratton et al., 1988, 1992; Spencer &Coles, 1999), in

this case indicating that initial response activationwas drivenby the

flankers when compatible trials were more probable (cf. Gratton

et al., 1992). The N2 amplitude data (bottom panel of Figure 1)

further indicate that conflict was enhanced by the presence of

stereotype-incongruent flankers, in that the N2 was enhanced for

incompatible relative to compatible trials.

To the extent that the behavioral compatibility effects in this

study were related to conflicting response activations on incom-

patible trials, there should be some association between the size

of the compatibility effect in RT and the size of the error dip

(essentially, an analogue to the compatibility effect) in the LRP.

Correlational analyses supported this prediction, showing that

these variables were significantly associated in the 80% compat-

ible blocks (r5 .45, po.05) but not in the 20% compatible
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blocks (r5 � .28, p4.10). In contrast, differences in RTacross

compatible and incompatible trials were uncorrelated with P3

latency data (rso.20, ps4.40). This lack of association suggests

that any potential differences in evaluation difficulty between

compatible and incompatible trials were not responsible for ob-

served differences in RT. Moreover, the P3 latency data did not

show any compatibility effects (Fso1), suggesting that evalua-

tive categorization of the stimulus arrays was not affected by

flanker compatibility in this paradigm (see also Smid et al., 1991).

Taken together, the data from these experiments support an

important role for conflict during response output in determining

slowed responses on stereotype-incongruent trials in reaction-

time tasks. These findings indicate that preparation of responses

can be influenced at a very early stage by peripheral, nontarget

information to the extent that an individual expects that informa-

tion to be useful in aiding appropriate responding to the target.

However, relying on such peripheral stimuli produces conflict (and,

thus, less efficient responding) when it suggests a response opposed

to the one required by the target. Moreover, although connections

between the flankers and targets can be attributed to highly ac-

cessible, largely automatic associations (i.e., the activation param-

eter proposed by Sherman et al., 2008), the ERP data from these

experiments suggest that the purely associative account implied by

a spreading activationmodel of response facilitation and inhibition

(e.g., Fazio et al., 1995) is insufficient to explain the stereotype

congruency effects seen here and in other, similar studies (e.g.,

Amodio et al., 2004; Conrey et al., 2005; Payne, 2001, 2005).

Controlling (and Failing to Control) Race Bias

In recent decades, research on intergroup attitudes has suggested a

shift away from negative and toward more positive evaluations of

racial outgroups (see Schuman, Steeh, Bobo, & Krysan, 1997).

However, despite this trend toward positive overtly expressed racial

attitudes, the content of stereotypes about racial minority groups

remains quite negative (see Devine & Elliot, 1995; Dovidio & Ga-

ertner, 1998; Fiske, Cuddy, Glick, & Xu, 2002). Research using

more indirect methods (e.g., so-called implicit measures) continues

to show that minority racial group categories generally are asso-

ciated with more negative than positive evaluations (e.g., Fazio et

al., 1995; Greenwald & Banaji, 1995; Greenwald, Oakes, & Hoff-

man, 2003; Payne, 2001). This discrepancy between negative, im-

plicit associations andovert expressionof positive attitudes suggests

that people often make effortful attempts to control the expression

of race bias. Such control attempts can be considered a component

of a more general skill set associated with self-regulation, which

often requires implementation of top-down control over well-

learned, prepotent response tendencies in favor of alternative

responses considered more appropriate in a given context (e.g.,

MacDonald, Cohen, Stenger, & Carter, 2000).

Recent work by Amodio and his colleagues (2004, 2006, 2008)

has been instrumental in applying aspects of the neurocognitive

control framework outlined previously (e.g., Botvinick et al., 2001)

to understanding race bias expression and control. These research-

ers have demonstrated that response errors indicative of race bias

are associated with heightened activation of the neural conflict

monitoring system, producing enhanced amplitude of the ERN.

Moreover, the amplitude of the ERN correlates with estimates of

controlled processing on subsequent race bias trials (e.g., more

accurate target detection), providing initial evidence of the role of

the conflict monitoring system in control of race bias.

A recent experiment by Bartholow et al. (2006, Experiment 2)

extended these efforts by testing the role of the regulatory system in

race bias control. Inparticular, this studywas aimed at determining

how temporary impairment of regulatory control would affect the

expression of bias and the neural processes relevant to its control.

To accomplish this, Bartholow et al. (2006) had participants con-

sume one of three beverages (a moderate alcohol dose, a higher

alcohol dose, or an alcohol placebo) prior to engaging in a go–stop

task designed to measure inhibition and expression of bias. (The

go–stop task is very similar to the stop-signal task, both of which

differ from the go/no-go task via the inclusion of ‘‘stop’’ signals on

some trials, signaling participants to withhold an activated re-

sponse.) Considerable research indicates that alcohol consumption

specifically targets cognitive control resources required for inhibition

of prepotent responses, but has virtually no effect on the activation

and implementation of responses (see Easdon&Vogel-Sprott, 2000;

Fillmore & Vogel-Sprott, 1999, 2000; Mulvihill, Skilling, & Vogel-

Sprott, 1997). Moreover, increased inhibition errors (e.g., respond-

ing on ‘‘stop’’ trials) following alcohol consumption are thought to

stem from alcohol’s impairment of cognitive control, rather than

from potential effects of the drug on motivation or other aspects of

information processing (e.g., Abroms, Fillmore, & Marczinski,

2003). Thus, comparing placebo and alcohol effects provides a rel-

evant and interesting manipulation of the extent to which regulative

control can be implemented when bias control is required.

The task required participants to respond (via button press)

as quickly as possible to stereotype-related words following

White and Black men’s faces (i.e., primes). On 25% of the trials,

however, a visual cue following word onset signaled participants

to withhold their response. Trials of interest were those in which

the target word was consistent with stereotypes associated with

the race of the prime, as these represent prepotent response

mappings and therefore should require more regulatory control

to successfully inhibit. Therefore, these trials were predicted to be

the most difficult for intoxicated participants to manage.

Behavioral data from this study (numbers of inhibition errors

on stop trials) are shown in Figure 2A. Analyses of these data

showed that whereas errors on stereotype-inconsistent (SI) trials

were not significantly affected by beverage type, errors on ste-

reotype-consistent (SC) trials increased significantly as a linear

function of alcohol dose. Moreover, only in the highest-dose

alcohol condition were inhibition failures more likely on SC than

SI trials. These data are consistent with the idea that alcohol

specifically impairs regulation of prepotent responses (see also

Curtin & Fairchild, 2003), in this case, those associated with the

expression of race bias.

Two hypotheses pertaining to the activation of regulatory con-

trol were investigated. First, it was hypothesized that if the NSW

reflects implementation of cognitive control required for inhibition,

the component should be larger on stop trials than on go trials.

This hypothesis was confirmed, but only for placebo participants.

That is, participants who consumed alcohol showed similar NSW

amplitudes on both go and stop trials. Second, to the extent that

inhibition of prepotent, race-biased responses requires greater im-

plementation of regulatory control than does inhibition of re-

sponses not associated with bias, the NSWshould be larger for SC

stop trials than for SI stop trials. Here again, however, this pre-

diction applies only to the placebo group. Indeed, as shown in

Figure 2B, placebo participants showed larger NSWon SC than SI

trials, but high-dose alcohol participants did not.

To the extent that the NSW reflects the implementation of

control in order to overcome prepotent response tendencies,
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NSWamplitude should correlate with the number of inhibition

failures on SC trials. Specifically, as the amplitude of the NSW

becomes larger (i.e., more negative), inhibition errors on SC trials

should decrease, leading to positive correlations. Indeed, this is

the pattern we found, with stronger positive correlations at fron-

tal electrodes, particularly left-frontal locations (e.g., r5 .56,

po.01) and weaker associations at more posterior locations,

particularly right-parietal electrodes (e.g., r5 .17, n.s.; see

Bartholow et al., 2006, Table 1).

Within the context of the current review, an important ques-

tion about the findings reported by Bartholow et al. (2006) is

whether alcohol effects on expression of bias reflect differences in

the activation of automatic associations, the ability to regulate

responses based on those associations, or some combination.

Although Bartholow et al. (2006) argued that their findings re-

flected effects on regulation of biased responding, Sherman et al.

(2008) recently addressed this question more directly by analyz-

ing the inhibition error data from this study using formulas in

their Quadmodel. Their analyses indicated that, compared to the

placebo beverage, the alcohol beverage impaired the parameter

associated with overcoming bias, but had no effect on the ac-

tivation, detection, or guessing parameters. Thus, consistent with

the argument put forth by Bartholow et al. (2006), these findings

indicate that alcohol has no effect on the activation of stereotypic

associations, but rather interferes with the ability to regulate

relevant responses once those associations are activated.

Findings fromother, previous studies have demonstrated that

race-biased responding can occur despite the detection of conflict

inherent in trying to overcome prepotent, stereotypic associa-

tions by the evaluative, conflict-monitoring system (e.g., Amodio

et al., 2004, 2006, 2008; see also Payne et al., 2005). The findings

reported by Bartholow et al. (2006) importantly extended this

work by demonstrating that successful control over race-biased

response tendencies requires intact regulatory control mecha-

nisms, which are significantly impaired by the acute effects of

alcohol (see also Casbon, Curtin, Lang, & Patrick, 2003; Curtin

& Fairchild, 2003). More recent work in our laboratory (Bartho-

low, Henry, et al., 2009) indicates that alcohol also can interfere

with the conflict monitoring system (see also Ridderinkhof et al.,

2002), and that this effect is due, at least in part, to alcohol’s

reduction of the distress that typically accompanies the experi-

ence of conflict. More generally, findings from this study provide

additional evidence of the important role played by cognitive

control in social cognition and underscore that a focus on

automatic associations cannot fully account for why and under

what circumstances biases in overt behavior will be observed.

Response Conflict and Affective Congruency Effects

Although recent models of control in social cognition have fo-

cused largely on understanding expression of race bias (e.g.,

Conrey et al., 2005; Payne, 2005), similar ideas have been de-

bated in the more general area of attitude activation (e.g., Klin-

ger, Burton, & Pitts, 2000), often studied in the laboratory using

various affective priming tasks (see Fazio, 2001; Klauer &

Musch, 2003). Affective priming (or affective congruency) effects

occur when a valenced target stimulus is categorized more

quickly as positive or negative (i.e., an evaluative decision task)

when it is preceded by an evaluatively congruent prime compared

to an evaluatively incongruent prime. First demonstrated by

Fazio et al. (1986), this basic finding has been replicated many

times (see Fazio, 2001; Klauer & Musch, 2003). Early explana-

tions of the affective congruency effect proposed spreading

activation as the likely mechanism, wherein target responses are

presumed to be facilitated on congruent trials because evaluative

categorization of targets is eased by the prime preactivating the

appropriate evaluative construct (e.g., Fazio et al., 1986; see also

De Houwer & Hermans, 1994; Hermans, De Houwer, & Eelen,

1994). Some more recent studies similarly have focused on the

possibility that affective congruency effects occur at the evalu-

ative categorization stage of processing (see Abrams, Klinger, &

Greenwald, 2002; Klauer, Musch, & Eder, 2005).

However, other researchers have begun to conceptualize the

effect in terms of conflict at the response output stage of pro-

cessing. The response conflict model of affective priming holds

that both primes and targets activate response tendencies (see

Wentura & Rothermund, 2003). On congruent trials primes ac-

tivate the same response tendency needed to correctly categorize

the target, whereas on incongruent trials primes and targets

activate opposing response tendencies. Thus, responses on con-

gruent trials are facilitated because the correct target response is

partially preactivated by the prime. In contrast, on incongruent

trials the response activated by the prime conflicts with the

correct target response, thus slowing its execution. Although

evidence from several behavioral studies is consistent with this

model (e.g., De Houwer, Hermans, Rothermund, & Wentura,

2002; Gawronski, Deutsch, & Seidel, 2005; Klauer & Musch,

2002; Klinger et al., 2000; Wentura, 1999), direct evidence that

primes activate response tendencies and that such activation

produces conflict on incongruent trials has been lacking.
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In a recent experiment, Bartholow, Riordan, et al. (2009)

used ERPs to directly test the hypothesis that incongruent trials

in affective priming elicit response conflict. This hypothesis rests

on two assumptions: (1) that primes activate response channels

prior to target onset and (2) that this activation generates conflict

on incongruent relative to congruent trials. A further assumption

is that this conflict slows response execution on incongruent tri-

als. To test these assumptions, we measured the LRP and N2

components while participants completed an evaluative decision

task. Any preferential response activation following prime onset

(and prior to target onset) would be evident in the amplitude and

polarity of the LRP. To the extent that such response activation

conflicts with the response required by a target, the N2 should be

enhanced following target onset.

In addition, to investigate the extent to which participants

can strategically control their responses, we manipulated the

proportion of congruent and incongruent trials across trial

blocks (see also Klauer, Rossnagel, & Musch, 1997; Spruyt, De

Houwer, Hermans, & Eelen, 2007). To the extent that response

facilitation on congruent relative to incongruent trials is driven

by automatic spreading of activation, congruent trial responses

should be faster than incongruent trial responses regardless of

contextual factors such as relative probability (see Spruyt et al.,

2007). In contrast, strategic control of response activation would

be evident by differential behavioral responsesFand patterns of

response activation and conflict in the ERPFwhen the proba-

bility of congruent trials is relatively low compared to when it is

high (see Bartholow et al., 2005; Gratton et al., 1992).

The behavioral data from this experiment produced signifi-

cant Congruence � Probability interactions for both reaction

times and error rates, replicating previous studies showing that

the size of the affective congruency effect varies along with the

proportion of congruent trials (e.g., Klauer et al., 1997; Spruyt

et al., 2007). Of greater interest here, the LRP and N2 amplitude

data also weremodulated by congruence probability in a manner

consistent with the response conflict hypothesis. As shown

in Figure 3 (left panel), when congruent trials were highly probable

participants began to preferentially activate the congruent target

response before the target appeared (e.g., activating the ‘‘positive’’

response to positive primes), as evinced by the relatively negative

amplitude of the LRP for congruent trials compared to incongru-

ent trials. Due to this preferential response activation, incongruent

targets elicited heightened response conflict, seen in the amplitude

of the N2 component following target onset (see Figure 3, right

panel). These effects were smaller, though still evident, when con-

gruence probability was .50. Interestingly, though, when congruent

trials were highly improbable, participants appeared to activate the

incongruent response at prime onset, leading to enhanced conflict

for congruent relative to incongruent trials.

Moreover, covariance analyses showed that variation in

behavioral responses (RT) was dependent on variations in both

LRP and N2 amplitude. For example, when the RT data were
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reanalyzed using LRP amplitude (difference in LRP for com-

patible vs. incompatible trials in 80% vs. 20% compatible

blocks) as a covariate the original Congruence � Probability

interaction was nonsignificant, but was qualified by a three-way

interaction involving the LRP covariate. The form of this inter-

action was probed by testing the Congruence � Probability

interaction separately for participants with relatively large versus

relatively small differences in LRP response activation across

congruence probability levels (median split). Participants with

large differences in their LRPs showed considerable differences in

behavioral congruency effects across probability conditions

(Ms5 79.1, 5.4, and � 48.4 ms in the 80%, 50%, and 20%

congruent blocks, respectively). In contrast, participants with

small differences in LRP response activation across probability

conditions showed smaller and less differentiated behavioral

congruency effects (Ms5 29, 31, and 20 ms in the 80%, 50%,

and 20% congruent blocks, respectively). Taken together, these

data indicate that differences in the activation of neural response

channels across conditions produces corresponding differences in

response output.

Given that the N2 is known to be highly sensitive to stimulus

and/or response probability (see Nieuwenhuis et al., 2003), an

alternative interpretation of the N2 effects is that they could be

driven by simple infrequency effects. However, careful consid-

eration of the N2 effects suggests that this was not the case here.

Specifically, despite the fact that congruent trials were just as

infrequent in the 20% congruent condition as incongruent trials

were in the 80% congruent condition, the N2 was larger on

incongruent trials in the 80% congruent condition than it was on

congruent trials in the 20% congruent condition (p5 .03), and

the overall amplitude of the N2 was smaller in the 20% con-

gruent condition compared to the 80% congruent condition.

The findings from this study are important in three primary

respects. First, the N2 and LRP data are consistent with the notion

that responses to attitude-related stimuli can be strategically con-

trolled and are not predestined on the basis of automatic spreading

of activation (cf. Fazio et al., 1986). Second, response activation

and conflict are not driven simply by whether primes and targets

share an evaluative category. Rather, conflict varied here as a

function of whether the response required by the target was pre-

dictable from the prime. Third, this study showed that behavioral

affective congruency effects can be predicted from neural measures

of response activation and conflict, providing direct evidence of the

involvement of these processes in affective priming.

Conclusions

The findings of the studies reviewed in this article all point to an

important role for cognitive control and response conflict reso-

lution in understanding behavioral responses typically observed

in a number of laboratory paradigms used to study social

cognition. More generally, the data from these studies are con-

sistent with a number of recent models in which self-regulatory

control processes assume a prominent role in explaining social

behaviors, particularly in the domains of racial stereotyping and

evaluations/attitudes (e.g., Conrey et al., 2005; Payne, 2005;

Sherman et al., 2008). Perhaps the primary importance of these

and related findings (e.g., Klauer & Teige-Mocigemba, 2007;

Radvansky et al., 2008; Teige-Mocigemba & Klauer, 2007; von

Hippel, 2007) lies in their implications for understanding indi-

vidual differences in the expression of many forms of bias in

terms of the ability and/or motivation to exert control over one’s

responses rather than differences in the strength of automatic

associations, a prominent feature of many previous models (e.g.,

Fazio et al., 1986, 1995; Greenwald et al., 1998).

Beyond their implications for recent models of bias expression,

the findings reviewed heremore generally underscore the usefulness

of physiological responses for constraining theories about cognitive

and social-cognitive processes (cf. Mangun &Hillyard, 1995). The

psychophysiological measures used in these and other studies (for

reviews see Bartholow & Amodio, 2009; Bartholow & Dickter,

2007, 2010) provide a means to covertly assess neurocognitive

responses with known links to psychological processes, allowing

researchers to determine whether stimulus conditions of interest

evoke differences in the involvement of those processes. Even with

carefully planned experimental designs, it often is difficult to

separate the contribution of multiple, sometimes overlapping

processes to behavioral outcomes with behavioral measures alone

(see Coles et al., 1995). However, augmenting behavioral response

measures with ERPs (and/or other measures of physiological

response) provides an opportunity to more comprehensively assess

the mental and sensory operations that lead to theoretically

relevant differences in human behavior.

As the field of social neuroscience continues to develop over

the coming years, it will be important for researchers to consider

the usefulness of multiple measures for understanding the

underlying neural events that give rise to social behavior. In

particular, at present there appears to be a bias within the field

favoring the contributions made by functional magnetic reso-

nance imaging (fMRI) over electrophysiological methods and a

lack of understanding among some researchers that ERP and

electroencephalogram measures provide more direct assessment

of neural activity than fMRI or positron emission tomography.

Clearly, fMRI and related methods provide critical information

concerning the role of specific neural structures in producing

social behavior. However, as I hope is clear from the current

review, ERP measures can be just as important in constraining

social-cognitive theories and, in fact, are more informative in

terms of the timing of neural responses than is fMRI. Future

work should strive to exploit the benefits of multiple measures

(e.g., ERP, fMRI, and event-related optical signals) in order to

best understand the complex spatial and temporal relationships

within the brain that determine and modulate social behaviors.
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